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Abstract:

Rice is one of the major cultivated crops in India which is affected by various diseases at various
stages of its cultivation. It is very difficult for the farmers to manually identify these diseases
accurately with their limited knowledge. Recent developments in Deep Learning show that
Automatic Image Recognition systems using Convolutional Neural Network (CNN) models can
be very beneficial in such problems. Since rice leaf disease image dataset is not easily available,
we have created our own dataset which is small in size hence we have used Transfer Learning to
develop our deep learning model. The proposed CNN architecture is based on VGG-16 and is
trained and tested on the dataset collected from rice fields and the internet. The accuracy of the
proposed model is 92.46%.
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I.INTRODUCTION
Agriculture plays a significant role in sustaining economies, especially in countries like India
where rice is a staple food. The early identification of plant diseases, particularly in rice, is
crucial to maintaining crop health and yield. Traditional methods of disease identification are
reliant on human inspection, which is often inefficient. In recent years, machine learning and

deep learning approaches have emerged as powerful tools for automating plant disease detection.
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Among these, CNN has demonstrated remarkable success in image classification tasks. This
project leverages CNN to classify rice leaf diseases, thereby enabling precision agriculture and
reducing dependency on manual diagnosis. Rice is a staple food for over half of the world's
population, particularly in Asia and Africa. However, rice cultivation is increasingly threatened
by various leaf diseases such as Bacterial Leaf Blight, Brown Spot, and Leaf Blast, which
significantly impact crop yield and food security. Traditionally, disease identification is done
manually by agricultural experts, which is time-consuming, prone to human error, and
impractical for large-scale monitoring. With the rapid advancement of Artificial Intelligence (Al)
and Computer Vision, automated methods for rice leaf disease classification have gained
prominence. These methods enable early detection and classification of diseases through image
processing and machine learning, allowing for timely and precise interventions, reduced
chemical usage, and enhanced crop health monitoring. This research focuses on building an
accurate, automated, and robust model for rice leaf disease classification using deep learning and
image analysis technigues.

II.LITERATURE SURVEY

Numerous studies have been conducted in the domain of plant disease detection using machine
learning and deep learning techniques. Singh and Misra (2017) applied image segmentation and
support vector machines (SVM) for leaf disease classification and achieved 86% accuracy.
Mohanty et al. (2016) used a deep convolutional neural network (CNN) on the PlantVillage
dataset and achieved state-of-the-art performance across multiple crop diseases. In the context of
rice, Islam et al. (2019) proposed a CNN-based method for detecting three major rice leaf
diseases and reported accuracy over 90%. Recent work by Patel et al. (2021) introduced transfer
learning with pre-trained models like VGG16 and ResNet50, showing significant improvement
in classification precision and recall. Other studies integrated data augmentation and ensemble
methods to combat overfitting and data imbalance. While most existing models achieve good
accuracy under ideal conditions, performance often degrades under real-field conditions such as
variable lighting, background noise, and occlusion—highlighting the need for a more robust and
scalable solution.

1. Title: Deep Learning for Plant Disease Detection

Author: Sladojevic et al.

Year: 2016
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Abstract: This study presents a CNN model to classify plant diseases from leaf images, showing
over 96% accuracy and proving deep learning's potential in agriculture.

2. Title: Identification of Rice Diseases Using Deep CNNs

Author: Lu et al.

Year: 2017

Abstract: The paper proposes a CNN model trained on a rice disease dataset, achieving high
classification performance and minimizing the need for handcrafted features.

3. Title: Using Deep Learning for Image-Based Plant Disease Detection

Author: Mohanty et al.

Year: 2016

Abstract: This paper compares CNN architectures and highlights their effectiveness in detecting
14 crop diseases with minimal preprocessing.

4. Title: Mobile App for Rice Disease Detection

Author: Wang et al.

Year: 2020

Abstract: Introduces a real-time mobile application using CNN for rice disease classification,
aiding farmers in early disease management.

5. Title: Automatic Classification of Rice Leaf Diseases

Author: Zhang et al.

Year: 2018

Abstract: A CNN-based classification system is proposed and tested on rice leaf images with
promising results in accuracy and real-world usability.

HI.LEXISTING SYSTEM

Existing systems for rice leaf disease detection have utilized techniques like Long Short-Term
Memory (LSTM) networks and Artificial Neural Networks (ANN). LSTM models, primarily
used in time-series data, have been adapted for image sequence analysis but often require large
and well-labeled datasets. ANN models are relatively simple and can classify diseases using
handcrafted features, but they lack the spatial understanding of image data, limiting their
accuracy and generalization capabilities. While these approaches offer basic automation, they are
not optimized for high-resolution image-based classification. The existing rice leaf disease

detection systems primarily rely on traditional manual inspection or basic image processing
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techniques like thresholding, histogram analysis, and color-based segmentation. These
approaches, though simple, suffer from several limitations: they are labor-intensive, require
expert knowledge, and cannot scale to real-time or large-field deployments. Early automated
systems used shallow machine learning models such as Decision Trees or SVM with handcrafted
features like shape, color, and texture descriptors. These systems often failed to generalize well
due to limited feature representation and sensitivity to noise and background conditions.
Moreover, many existing models are dataset-specific and do not perform well when exposed to
unseen or real-world data. The lack of a centralized disease database and standardized labeling
also adds inconsistency to classification performance.

IV.PROPOSED SYSTEM

The proposed system introduces a CNN-based image classification model for rice leaf disease
detection. CNNs are highly effective for image processing tasks due to their ability to
automatically extract hierarchical spatial features. The model is trained on a large dataset of rice
leaf images, labeled by disease type. It learns to recognize intricate patterns, textures, and color
variations associated with specific diseases. The system is designed to be deployed on mobile or
web platforms for use by farmers and agricultural advisors in real-time field conditions.
V.SYSTEM ARCHITECTURE

8
o

Fig 5.1 System Architecture

The image illustrates a deep learning—based pipeline for rice leaf disease detection and
classification using an object detection architecture. The system begins with an input image of a
rice leaf, which is passed through a Convolutional Neural Network (CNN) backbone—typically
a deep architecture like ResNet or VGG—to extract important feature maps that capture visual
characteristics such as color, texture, and shape. These feature maps are then fed into a Region
Proposal Network (RPN), which identifies the most relevant regions of interest (ROIs) likely to

contain disease-affected areas. These proposed regions are then subjected to ROl Pooling, a
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process that standardizes feature sizes for further analysis regardless of the size of the original
region.

The pooled features are passed through a series of fully connected layers (FC1 and FC2) to
perform classification and regression tasks. The classification layer determines the type of
disease present (e.g., Brown Spot, Leaf Blast, or Bacterial Blight), while the regression layer
predicts bounding boxes around the diseased areas in the image, enabling both localization and
identification. The system also highlights the incorporation of a custom Deep Convolutional
Neural Network (DCNN), optimized specifically for rice leaf images, possibly pre-trained or
fine-tuned on a rice disease dataset. This model ensures high accuracy by learning complex,
hierarchical representations of leaf textures and patterns.

This architecture not only identifies whether a leaf is diseased but also pinpoints the exact
location of the infected region, making it suitable for real-world applications in precision
agriculture. The integration of both classification and object detection elements makes this
pipeline robust and scalable for automated field deployment via drones or mobile applications.
VI.IMPLEMENTATION
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Fig 6.4

VII.CONCLUSION

This research provides an efficient and automated approach for rice leaf disease classification
using deep learning. By leveraging CNNs, the proposed model eliminates the need for manual
feature extraction, achieves high classification accuracy, and ensures scalability to real-world
applications. The system can assist farmers, agronomists, and researchers in timely disease
identification and management, leading to reduced crop loss and better agricultural practices.
Compared to conventional techniques, this method provides faster, more reliable, and less labor-
intensive results.

VIII.FUTURE SCOPE

There are several avenues to enhance and extend the proposed system:

e Integration with Drones and loT Sensors for real-time remote field scanning and
diagnosis.

o Development of a Mobile App to enable farmers to capture leaf images and get instant
disease classification and treatment suggestions.

e Transfer Learning and Few-shot Learning for adapting the model to new disease types
with minimal data.

e Multispectral Image Analysis for improving accuracy under varying environmental

conditions.
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Incorporation of Weather and Soil Data for a holistic crop health monitoring system.
Explainable Al (XAIl) can be added to provide reasoning behind each classification,
increasing user trust.

Collaboration with agricultural research centers to build large-scale annotated datasets of

rice diseases.
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